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1
THREE-DIMENSIONAL IMAGE DISPLAY
APPARATUS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a Continuation Application of PCT
Application No. PCT/JIP2011/057732, filed Mar. 29, 2011,
the entire contents of which are incorporated herein by refer-
ence.

FIELD

Embodiments relate to a three-dimensional image display
apparatus.

BACKGROUND

There are known various types of three-dimensional image
display apparatuses capable of displaying moving picture
image, that is, three-dimensional displays. In recent years, a
three-dimensional display, particularly of a flat panel type,
has been desired to be developed which requires no dedicated
glasses or the like. Some three-dimensional image display
apparatuses of a type requiring no dedicated glasses are con-
figured such that a light ray control element is installed imme-
diately before a display panel (display apparatus) with fixed
pixel positions, such as a direct-view liquid crystal display
apparatus, a projection liquid crystal display apparatus or
plasma display apparatus, so as to controllably direct the
emission of light rays from the display panel toward an
observer.

The light ray control element according to this scheme has
a function to control light rays so that even when looking at
the same position on the light ray control element, the
observer views different picture images depending on the
angle at which the observer looks at the light ray control
element. Specifically, an array of slits (parallax barrier) or an
array of lenticular lenses (lenticular sheet) is used as a light
ray control element to apply only lateral parallaxes (what is
called horizontal parallaxes). A pin hole array or a lens array
is used as a light ray control element to apply not only hori-
zontal parallaxes but also up-down parallaxes (vertical paral-
laxes).

The apparatuses for three-dimensional displays using a
light ray control element are further classified into a binocular
type, a multi-view type, a super multi-view type (super multi-
view conditions for the multi-view type), an integral imaging
type (hereinafter sometimes simply referred to as the II type),
and the like. In the binocular type, at a preset observation
position (viewpoint position), both eyes are subjected to bin-
ocular parallaxes for stereoscopic viewing. In the multi-view
type, the super-multi-view type, or the like (hereinafter sim-
ply referred to as the multi-view type), a plurality of view-
point positions are used to increase a visible range and to
make side surfaces visible (to provide motion parallaxes).
The I type display apparatus, invented about 100 years ago,
is based on the principle of integral photography (IP) applied
to three-dimensional photographs. A three-dimensional
image display apparatus of the Il type is known from Japanese
Patent No. 3892808. Three-dimensional picture images (pic-
ture images) observed using the multi-view or I type more or
less involve motion parallaxes and are referred to as three-
dimensional picture images distinctively from binocular type
stereoscopic picture images.

A three-dimensional image display apparatus with a com-
bination of a light ray control element and a flat display device

10

15

20

25

30

35

40

45

55

60

65

2

generally adopts a technique to design the apparatus with an
assumed viewpoint position. However, the technique to
design the apparatus with the assumed viewpoint position
disadvantageously limits the viewpoint position. Further-
more, a technique to design the apparatus with no assumed
viewpoint position disadvantageously slightly narrows a
viewing space. Thus, there has been a desire to improve
display images so as to eliminate the restraint on the view-
point position and to maximize the viewing space.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a perspective view schematically showing the
structure of a three-dimensional image display apparatus
enabling three-dimensional images to be observed in an auto-
stereoscopic manner (glasses-free type) according to an
embodiment;

FIG. 2 is a schematic diagram schematically showing tra-
jectories of light rays which enable three-dimensional images
to be observed in a common three-dimensional image display
apparatus;

FIG. 3 is a schematic diagram of the three-dimensional
image display apparatus shown in FIG. 2, illustrating a first
comparative example of multi-view type for description of
observation of a three-dimensional image;

FIG. 4 is a schematic diagram of the three-dimensional
image display apparatus shown in FIG. 2, illustrating a sec-
ond comparative example of II type for description of obser-
vation of a three-dimensional image;

FIG. 5 is a schematic diagram schematically showing tra-
jectories of light rays in the three-dimensional image display
apparatus of the II type in FIG. 4;

FIG. 6 is a schematic diagram of the three-dimensional
image display apparatus shown in FIG. 2, illustrating a third
comparative example of the II type for description of obser-
vation of a three-dimensional image;

FIG. 7 is a schematic diagram of the three-dimensional
image display apparatus shown in FIG. 6, illustrating a third
comparative example of the II type for description of obser-
vation of a three-dimensional image;

FIG. 8 is a schematic diagram illustrating the relationship
between sub-pixels and an aperture pitch according to the first
or second comparative example;

FIG. 9 is a schematic diagram illustrating allocation of
sub-pixels according to the third comparative example;

FIG. 10 1s a schematic diagram illustrating the allocation of
sub-pixels applied to the three-dimensional image display
apparatus according to the embodiment and sub-pixel infor-
mation provided to the sub-pixels;

FIG. 11 is a schematic diagram illustrating the allocation of
sub-pixels applied to the three-dimensional image display
apparatus according to the embodiment and sub-pixel infor-
mation provided to the sub-pixels;

FIG. 12A is a schematic diagram showing sub-pixel areas
in a horizontal plane in the three-dimensional image display
apparatus according to the embodiment in which an observer
is positioned at a reference plane defined at a certain viewing
distance;

FIG. 12B is a schematic diagram showing sub-pixel area in
avertical plane in the three-dimensional image display appa-
ratus according to the embodiment in which the observer is
positioned at the reference plane defined at the certain view-
ing distance;

FIG. 12C is a schematic diagram showing a display panel
in that case where the observer is positioned as shown in FIG.
12A and FIG. 12B and a certain sub-pixel area displayed on
the display panel;
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FIG. 13A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus according to the embodiment in which the
observer is positioned away from the position of a visual
distance in FIG. 12;

FIG. 13B is a schematic diagram showing the sub-pixel
area in the vertical plane in the three-dimensional image
display apparatus according to the embodiment in which the
observer is positioned away from the position of the visual
distance in FIG. 12;

FIG.13C is aschematic diagram showing the display panel
in the case where the observer is positioned as shown in FIG.
13A and FIG. 13B and the certain sub-pixel area shown
extended on the display panel;

FIG. 14A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus according to the embodiment in which the
observer is shifted on the reference plane defined at the posi-
tion of the visual distance in FIG. 12;

FIG. 14B is a schematic diagram showing the sub-pixel
areas in the vertical plane in the three-dimensional image
display apparatus according to the embodiment in which the
observer is shifted on the reference plane defined at the posi-
tion of the visual distance in FIG. 12;

FIG. 14C is a schematic diagram showing the certain sub-
pixel area shown shifted on the display panel when the
observer is shifted on the reference plane as shown in FIG.
14A and FIG. 14B;

FIG. 15 is a perspective view schematically showing a
perspective view schematically showing the structure of a
three-dimensional image display apparatus enabling three-
dimensional images to be observed in an auto-stereoscopic
manner (glasses-free type) according to another embodiment;

FIG. 16A is a schematic diagram showing sub-pixel areas
in a horizontal plane in the three-dimensional image display
apparatus shown in FIG. 15 and in which the observer is
positioned at a reference plane defined at a certain visual
distance;

FIG. 16B is a schematic diagram showing the sub-pixel
areas in a vertical plane in the three-dimensional image dis-
play apparatus shown in FIG. 15 and in which the observer is
positioned at the reference plane defined at the certain visual
distance;

FIG.16C is a schematic diagram showing the display panel
in that case where the observer is positioned as shown in FIG.
16A and FIG. 16B and a certain sub-pixel area obliquely
displayed on the display panel;

FIG. 17A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is positioned away from the reference plane defined at the
position of the visual distance in FIG. 16;

FIG. 17B is a schematic diagram showing the sub-pixel
area in the vertical plane in the three-dimensional image
display apparatus according to the embodiment in which the
observer is positioned away from the reference plan defined at
the position of the visual distance in FIG. 16;

FIG.17C is aschematic diagram showing the display panel
in the case where the observer is positioned as shown in FIG.
17A and FIG. 17B and the certain sub-pixel area shown
extended on the display panel;

FIG. 18A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is positioned closer to the display panel than the reference
plane defined at the position of the visual distance in FIG. 16;

10

15

20

25

30

35

40

45

50

55

60

65

4

FIG. 18B is a schematic diagram showing the certain sub-
pixel area on the display panel with a display area of the
sub-pixel area changed when the observer is positioned as
shown in FIG. 18A;

FIG. 19A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is shifted on the reference plane defined at the position of the
visual distance in FIG. 16;

FIG. 19B is a schematic diagram showing the sub-pixel
areas in the vertical plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is shifted on the reference plane defined at the position of the
visual distance in FIG. 16;

FIG. 19C is a schematic diagram showing the certain sub-
pixel area shown shifted on the display panel when the
observer is shifted on the reference plane as shown in FIG.
19A and FIG. 19B;

FIG. 20A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is shifted on the reference plane defined at the position of the
visual distance in FIG. 16;

FIG. 20B is a schematic diagram showing the sub-pixel
areas in the vertical plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is shifted on the reference plane defined at the position of the
visual distance in FIG. 16;

FIG. 20C is a schematic diagram showing the certain sub-
pixel area shown shifted on the display panel when the
observer is shifted on the reference plane as shown in FIG.
20A and FIG. 20B;

FIG. 21A is a schematic diagram showing the sub-pixel
areas in the horizontal plane in the three-dimensional image
display apparatus shown in FIG. 15 and in which the observer
is shifted, in the vertical direction, on the reference plane
defined at the position of the visual distance in FIG. 16;

FIG. 21B is a schematic diagram showing the certain sub-
pixel area on the display panel with the display area of the
sub-pixel area changed when the observer is shifted as shown
in FIG. 21A,

FIG. 22 is a schematic diagram showing a certain sub-pixel
area on the display panel of the three-dimensional image
display apparatus shown in FIG. 15 and the ratio of pieces of
pixel information mixed in the sub-pixel area;

FIG. 23 is a block diagram schematically showing an
image processing section of a display panel driver according
to the embodiments of three-dimensional image display
apparatuses shown in FIG. 1 and FIG. 15; and

FIG. 24 is a block diagram schematically showing an
image processing section of a display panel driver according
to another embodiment of the three-dimensional image dis-
play apparatuses shown in FIG. 1 and FIG. 15.

DETAILED DESCRIPTION

Three-dimensional image display apparatuses according
to embodiments will be described with reference to the draw-
ings.

According to an embodiment, there is provided a method
of displaying a three-dimensional image on a display appa-
ratus. The display apparatus comprises a display part having
sub-pixels arranged in a matrix along a first direction and a
second direction orthogonal to the first direction; and a light
ray control element which comprises a plurality of optical
apertures. Parallax image information observed via the opti-
cal apertures is displayed in sub-pixel areas to allow a three-
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dimensional image to be observed at an observation position.
The method comprises defining sub-pixel areas to which the
optical apertures are assigned according to the observation
position, respectively, specifying adjacent sub-pixel seg-
ments into which predetermined one of the sub-pixels is
separated, wherein the predetermined sub-pixel corresponds
to one of adjacent sub-pixels positioned at a boundary
between adjacent sub-pixel areas; and displaying, on the pre-
determined sub-pixel, sub-pixel display information obtained
by mixing parallax information belonging to the adjacent
sub-pixel areas, wherein the predetermined sub-pixel is
observed via the adjacent optical apertures.

FIG. 1 schematically shows the structure of a three-dimen-
sional image display apparatus enabling three-dimensional
images to be observed in a common auto-stereoscopic man-
ner (glasses-free type); the three-dimensional image display
apparatus is of a multi-view type or a II type. The three-
dimensional image display apparatus comprises a display
panel (two-dimensional image display apparatus) 1 with
fixed pixel positions, such as a direct-view or projection lig-
uid crystal display apparatus or plasma display apparatus, and
a light ray control element 2 installed in a gap g formed
immediately before the display panel 1. The three-dimen-
sional image display apparatus is configured to be of a gen-
erally flat panel type. In the three-dimensional image display
apparatus of the flat panel type, the display panel 1 emits light
rays, and the emission of the light rays is controllably directed
toward an observer by the light ray control element. As is well
known, in the display panel 1, sub-pixels (RGB sub-pixels)
are arranged in a matrix. The light ray control element 2
includes sub-pixel areas 4 located behind optical apertures 3
and each formed of a plurality of sub-pixels, for example, as
shown in FIG. 2, so that even when looking at the same
position on the light ray control element 2, the observer views
different images or picture image pictures depending on a
viewing angle. Thus, the observer views, via the optical aper-
tures 3, different sub-pixels depending on an observation
position as shown by reference numerals V1a, V15, and Vlec.
When viewing, via the light ray control element 2, different
display images depending on the observation position, the
observer can observe three-dimensional images in front of or
behind the display apparatus. In addition, when the same
image is displayed on the sub-pixels of the sub-pixel areas 4,
the display image remains unchanged even with a change in
observation position. This allows two-dimensional images to
be observed.

Viewing spaces in such a three-dimensional image display
apparatus are defined as the range within which the display
image corresponding to the observation position can be
viewed for all the optical apertures, that is, the range 6 within
which the viewing spaces overlap in which the sub-pixel areas
4 are observed via the optical apertures 3. Namely, determin-
ing the sub-pixel areas 4 determines the viewing space in the
three-dimensional image display apparatus.

The three-dimensional image display apparatus shown in
FIG. 1 is based on a scheme in which only lateral parallaxes
(what is called horizontal parallaxes) is applied to allow
three-dimensional images to be observed. Thus, a lenticular
sheet is used as the light ray control element 2. As is well
known, the lenticular sheet is formed of an array of lenticular
lenses. Each of the lenticular lenses may be referred to as the
optical aperture section 3 because, in a physical optical sense,
the lens controllably permits light rays to pass through. Each
of the plurality of lenticular lenses 3 (optical apertures) is
linearly extended substantially in a second direction, more
specifically, in a generally vertical direction (which corre-
sponds to short sides of the flat panel in FIG. 1). The plurality
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6

of lenticular lenses (optical apertures 3) are arranged in an
array along a first direction (which corresponds to long sides
of'the flat panel in FIG. 1) orthogonal to the second direction,
more specifically, along a horizontal direction.

Here, in the scheme in which only lateral parallaxes (what
is called horizontal parallaxes) is applied, a slit array may be
adopted, instead of the lenticular sheet, as a parallax barrier
which also serves as the optical apertures 3. In the slit array
(parallax barrier), slits serving as the optical apertures 3 are
linearly extended in the second direction, more specifically, in
a generally vertical direction. The plurality of slits are
arranged in an array along the first direction, more specifi-
cally, along the horizontal direction.

Furthermore, in a three-dimensional image display appa-
ratus that applies not only lateral parallaxes (what is called
horizontal parallaxes) but also up-down parallaxes (vertical
parallaxes) to enable stereoscopic viewing depending on the
direction even in the up-down direction, a pin hole array or a
lens array is used as the light ray control element; the pin hole
array comprises a plurality of pin holes (optical apertures 3)
arranged therein in a matrix, and the lens array comprises a
plurality of lens segments (optical apertures 3) arranged
therein in a matrix. The application of vertical parallaxes via
the pin hole array or the lens array is similar to the application
of'horizontal parallaxes. Hence, in the description below, the
description of horizontal parallaxes also applies to the
description of vertical parallaxes, which is thus omitted.

The three-dimensional image display apparatus shown in
FIG. 1 and FIG. 2 can display three-dimensional images
based on the II scheme or the multi-view scheme. However, it
should be noted that the multi-view scheme described with
reference to FIG. 3 is different from the II scheme described
with reference to FIG. 4 to FIG. 7 in design technique and
image display technique.

In the description below, the multi-view scheme does not
simply mean the multi-view scheme but includes a super
multi-view scheme (the multi-view scheme including super
multi-view conditions) in addition to the multi-view scheme
except for a binocular scheme. Furthermore, in a three-di-
mensional image display apparatus and a method for display-
ing three-dimensional picture images according to the present
embodiment described with reference to FIG. 8 to FIG. 24,
multi-viewpoint images are taken at a plurality of viewpoint
positions specified by parallax numbers and converted into
pixel information (element images) for three-dimensional
picture images. The pixel information is provided to sub-pixel
areas in the display panel 1 for display. Thus, in connection
with the display of multi-viewpoint images, the apparatus and
the method are applicable without the need for a definite
distinction between picture images based on the multi-view
scheme and picture images based on the II scheme. Therefore,
it should be noted that the embodiment described with refer-
ence to FIG. 8 to FIG. 24 is described without any distinction
between picture images based on the multi-view scheme and
picture images based on the I scheme.

The three-dimensional image display apparatus shown in
FIG. 1 preferably comprises a position sensor 5 configured to
detect the position of the observer (not shown in the drawings)
in front of the display panel 1 to acquire an observation
position. A sensor signal from the position sensor 5 is pro-
vided to a display panel driver 8, which converts the sensor
signal into observer coordinates that are an x coordinate, a'y
coordinate, and a z coordinate specitying the position of the
observer. Then, the display panel driver 8 determines the
sub-pixel display area 4 depending on the position of the
observer, and based on the position, generates pixel informa-
tion to be provided to the sub-pixels. The display panel driver
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8 then supplies the pixel information to a pixel area of the
display area 1 to provide the observer with an optimum view-
ing space for observation of three-dimensional picture
images. The reference for the position (%, y, z) of the observer
is assumed to be (0, 0, L). Then, not only if the observer shifts
the viewpoint in a plane (z=L) based on an observation dis-
tance L (x=0 or y=0) but also if z moves forward (z<L) or
backward (z>L) from the position of L. or the viewpoint is
shifted (x=0 and y=0) in a plane located at a position to which
the observer has moved, the sub-pixel areas 4 can be deter-
mined depending on the position of the observer, and the
optical viewing space for observation of three-dimensional
images can be provided to the flat panel 1 as in the case where
the observer observes three-dimensional images at z=L.

The display driver 8 sets the sub-pixel areas 4 in the display
panel 1 so that the position of the observer, which is specified
by the position sensor 5, corresponds to the optimum obser-
vation position. More specifically, the sub-pixels in the sub-
pixel areas are provided with parallax information specified
by parallax numbers to allow the optimum image to be dis-
played on the display panel 1. A sub-pixel belonging to the
boundary between sub-pixel areas is provided with a mixture
of two pieces of parallax information to be provided to the
sub-pixels in adjacent sub-pixel areas as described below.
Here, the mixture ratio is set depending on the areas or widths
of two segments into which the sub-pixel belonging to the
boundary is separated so that the segments belongs to the
respective adjacent sub-pixel areas. Here, if the sub-pixel
belonging to the boundary between the sub-pixel areas
belongs only to one of the sub-pixel areas, the mixture rate of
one piece of the parallax information provided to the sub-
pixels in the other sub-pixel area is zero.

It should be noted that the above-described segments of the
sub-pixel are not defined as clearly separated areas but are
conceptual areas defined simply based on the widths or sizes
of the sub-pixel areas. Furthermore, the position sensor 5 is
notan essential component ofthe embodiment, and instead of
the position sensor 5, a fixed position (the optimum distance
from the display panel 1 or observer information) may be
externally input, as positional information, via an input
device, for example, a remote controller (not shown in the
drawings) for the three-dimensional image display apparatus.
In accordance with the input positional information, the sub-
pixels in the sub-pixel areas may be provided with parallax
information specified by parallax numbers to allow the opti-
mum image to be displayed on the display panel 1.

In FIG. 2, examples of trajectories of light rays in a hori-
zontal plane in the common three-dimensional image display
apparatus are shown by solid lines. viewing spaces for the
optical apertures 3 arranged at the center and at the opposite
ends of the array are shown by dashed lines. Only the
examples are shown because the diagram is based on the
assumption that physical pixels are present at the correspond-
ing positions. In the present application, since the sub-pixel
areas 4 are set depending on the observation position, a sub-
pixel may be or may not be present at the corresponding
position in the sub-pixel area 3. In the three-dimensional
image display apparatus shown in FIG. 2, the optical aper-
tures 3 are arranged at a certain aperture pitch Pe, and the
sub-pixel areas 4 are so-arranged in a horizontal plane as to
have a relationship with the apertures 3. The display panel 1
is formed of a plurality of sub-pixels (for examples, in R, G,
and B) arranged at a pixel pitch specified for the display panel
1. The display panel is separated into the sub-pixel areas 4 in
association with the optical apertures 3. Here, a certain sub-
pixel area 4 assigned to a certain optical aperture section 3 is
formed of a certain range of adjacent sub-pixels (in a first
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comparative example 1 and a second comparative example 2,
each sub-pixel area is formed of an integral number n of, for
example, five sub-pixels) in association with the adjacently
located optical aperture section 3. In a third comparative
example 3 described with reference to FIG. 6 and FIG. 7,
singular sub-pixel areas 4P each formed of (n+1) sub-pixels
are interposed, with a certain period or regularity, among a
plurality of sub-pixel areas 4 each formed of an integral
number n of sub-pixels appearing at an area pitch P corre-
sponding to the aperture pitch Pe as shown in FIG. 3, so as to
disrupt the area pitch P. As described below in comparison
with a comparative example, in the present embodiment, a
sub-pixel located at the boundary between the sub-pixel areas
4 is separated into one part (one segment) and the remaining
part (remaining segment), as shown in FIG. 9, so as to extend
the viewing space as in the case of the interposition, with a
certain period or regularity, of the singular sub-pixel area 4P
formed substantially of (n+1) sub-pixels. Furthermore, the
one part (one segment) of the sub-pixel is allocated so as to
belong to one of the sub-pixel areas 4, whereas the remaining
part (remaining segment) is allocated so as to belong to the
other sub-pixel area 4. Thus, as shown in FIG. 9, in this
embodiment, the sub-pixel areas 4 are arranged at a constant
sub-pixel area pitch P corresponding to the aperture pitch Pe
(fixed pitch) of the optical apertures 3. As described with
reference to FIG. 12A to FIG. 14C, when the observer is
moved (shifted) in a plane substantially parallel to the flat
panel 1, the sub-pixel areas 4 are shifted relative to the optical
apertures 3. Additionally, when the operator is moved
(shifted) closer to the flat panel 1 or away from the flat panel
1, the pitch P of the sub-pixel areas 4 varies in width. The ratio
of'the width of the one part (one segment) of the sub-pixel to
the width of the remaining part (remaining segment) is set to,
for example, a quarter of the sub-pixel. In addition, when the
basic number of sub-pixels forming the sub-pixel area is five,
a similar ratio of the width of the one part (one segment) of the
sub-pixel to the remaining part (remaining segment) of the
sub-pixel appears with a constant period, for example, every
(5x4+1) sub-pixels.

FIG. 3 shows the first comparative example 1 of a common
multi-view scheme to assist in making the present embodi-
ment understood. In the first comparative example 1 shown in
FIG. 3, each sub-pixel area 4 is formed of n sub-pixels with
parallax numbers (-2 to 2). In the area on the display surface
of'the display panel, normal sub-pixel areas 4 each formed of
n sub-pixels are repeatedly arranged.

In the three-dimensional image display apparatus of the
multi-view type according to Comparative Example 1
described above, dimensions are set as follows. As shown in
FIG. 2, the distance from the display surface of the display
panel (display apparatus) 1 to a principal point of the optical
aperture section 3 (the principal point of the lenticular lens) is
denoted by g. The distance from the principal point of the
optical aperture section 3 to the viewing space reference plane
(viewing space plane) is denoted by L. Here, as shown in FIG.
2, in order to allow a group of light rays from all the lenses to
overlap on the viewing space reference plane (viewing space
plane) at the finite distance L, the relationship between the
pitch Pe (fixed value) of the optical apertures normalized by
the sub-pixel width (pp=1) and the average width P of the
sub-pixel area 4 corresponding to one optical aperture section
needs to satisfy:

Pe=PxL/(L+g) (€8]

The multi-view or super multi-view type developed from
the two-view type is designed such that a light ray group of
light rays emitted from all the optical apertures 3 and corre-
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sponding to one another are incident (focused) in the same
area at the finite distance L at intervals equal to inter pupil
distances (IPD) or the inter pupil distances multiplied by 1/x.
For example, in FIG. 2, a light ray group of principal rays
(shown by solid lines) each passing through the principal
point of the optical aperture section 3 is focused on the view-
ing space reference plane (viewing space plane).

In Comparative Example 1, the viewing space reference
plane (viewing space plane) is fixed. In an embodiment
described below in comparison with Comparative Example 1,
the observer is moved forward or backward from the viewing
space reference plane (viewing space plane), and the obser-
vation position is varied depending on the shift. In this sys-
tem, a shift amount Az is introduced into Expression (1),
which is thus modified as follows.

Pe=Px(Lref+Az)/{(Lref+Az)+g} (1-1)

Consequently, in the embodiment described below in
detail, the width P of the sub-pixel area 4 can be varied
depending on the distance (Lref+Az) to the observer. The
distance Lref is a reference distance to the viewing space
reference plane. Even if, in Comparative Example 1, the
width P is defined to be an integral multiple of the pixel pitch
(which also corresponds to the pixel width) pp at the distance
Lref, in the embodiment, the width P is not limited to an
integral multiple of the pixel pitch (which also corresponds to
the pixel width) pp but is defined not to be an integral multiple
of the pixel pitch.

Here, when the pixel pitch (which also corresponds to the
pixel width) pp is denoted by pp (pp=1 when normalized), the
following are given.

pp:g=IPD/x:L(1=x) 2)

P=nxpp (n is an integer)

P=n (n is an integer; pp=1 when normalized).

3

Thus, based on Expressions (1) and (3), the following is
given.

Pe=PxL/L+g)-nxL/(L+g) @

That is, in the multi-view scheme according to Compara-
tive Example 1, the width P of the sub-pixel area is designed
to ben (integer) times as large as the pixel width p (pp=1 when
normalized), that is, smaller, by a factor of L/(L+g), than the
width (P=n) of a sub-pixel multiplied by n wherein the pixel
width of the sub-pixel is acquired by normalizing the pitch Pe
of'the optical apertures (Pe=P). The distance L. corresponds to
a viewing space optimization distance. A scheme adopting
the designs expressed by Expressions (2) to (4) is referred to
as the multi-view scheme.

In this design, at the distance L, focal points occur at the
intervals equal to the inter pupil distances. Thus, even with a
relatively small number n of pixels assigned to the aperture
section (for example, 2 (=n)), binocular parallaxes enable
stereoscopic viewing. However, in the multi-view scheme
based on the display, on the display 1, only of the sub-pixel
area 4 formed only of an integral number of sub-pixels as
shown in FIG. 3, the observation distance L resulting in an
extended viewing space is disadvantageously fixed. However,
the problem of fixation of the viewing space optimum dis-
tance in the multi-view scheme can be solved by the embodi-
ment of the present application in which the sub-pixel area 4
is formed of a non-integral number of sub-pixels to set the
sub-pixel width P according to Expression (1-1) as described
in detail with reference to FIG. 9 and FIG. 10.

There is the I scheme in which light rays are so reproduced
as to be similar to those from an actual object in contrast to the
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multi-view scheme. The II scheme focuses on the reproduc-
tion of light from an object and thus does not generate focal
points on the viewing space plane at the observation distance
L as shown in FIG. 4 and FIG. 5. However, the II scheme
allows the observation distance L. resulting in an extended
viewing space to be optionally controlled. In the II scheme
according to the second comparative example 2 shown in
FIG. 4 and FIG. 5, the sub-pixel areas 4 (each formed of
sub-pixels with parallax numbers -2 to 2 by way of example)
are similarly set in association with the optical apertures 3 and
displayed on the display panel 4 as separate sub-pixel areas 4.
The optical apertures 3 are similarly arranged at a constant
(fixed) pitch Pe, and as described in Japanese Patent No.
3892808, the pitch Pe of the optical apertures normalized by
the width pp of the sub-pixel is set as follows.

Pe=nxpp

Pe=n(pp=1) )]

In an example of a design method based on the II scheme,
the pitch Pe of the optical apertures 3 is basically set to an
integral multiple of the width pp of the sub-pixel. When this
setting is used to also set the width P of the sub-pixel area
equal to n=5 as in the case of the multi-view scheme, a
three-dimensional picture image is observed, in spite of a
narrow viewing space, according to the observation position
as shown in FIG. 5 by reference numeral V1d.

On the other hand, as is the case with the above description
of the multi-view scheme, Expression (1) can be satisfied for
the finite distance L by setting the number of pixels forming
a normal sub-pixel area 4 and a singular sub-pixel area 4P to
two values n and (n+1) and adjusting the occurrence fre-
quency m (0=m<1) of the sub-pixel area 4 formed of (n+1)
pixels as shown in FIG. 6 and FIG. 7.

In the third comparative example 3, (n+1) pixels are inter-
posed in an area in which normal sub-pixel areas 4 each
formed of n pixels are repeatedly arranged so that pairs of
adjacent singular sub-pixel areas 4P are provided on the dis-
play panel 1 with a certain period or according to a certain
defined arrangement.

That is, m may be set as follows. The following expression
is given based on Expressions (1) and (5).

P=(L+g)/LxPe
=(L+g)/Lxn

=nX(l-m)+n+1)xm

Both sides of this expression are divided by n.

(L+g)/L(n+m)/n 6

Based on Expressions (4) and (5), the width P of the sub-
pixel area is designed as follows.

P=n @]

Then, satisfying Expression (1) or Expression (1-1) allows
the viewing space to be extended compared to that shown in
FIG. 5, as shown in FIG. 7. Different three-dimensional pic-
ture images can be viewed at observation position in the
extended viewing space, as shown by reference numerals
V1d, Vle, and V1f£

The scheme with no focal point provided at the observation
distance L (for example, the focal point is set at infinity) is
referred to herein as the Il scheme. As is apparent from a
comparison with the multi-view scheme, the multi-view
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scheme focuses a light ray group formed of light rays passing
through the optical apertures 3, on the viewing space refer-
ence plane, whereas the Il scheme prevents a light ray group
formed of light rays passing through the optical apertures 3
from being focused on the viewing space reference plane (if
the focal point is set at infinity based on Expression (5), the
light rays are emitted parallel to one another as shown in FIG.
4).

As described as the second comparative example 2, when
the sub-pixel area is formed of only n pixels, the distance at
which the light rays from all the lenses overlap is at infinity
unlike the observation distance L. This narrows the viewing
space at the observation distance L. Hence, as described as
Comparative Example 3, the viewing space (the range within
which three-dimensional images are visible) can be maxi-
mized at the finite observation distance L. by setting the num-
ber of pixels to one of two values n and (n+1), that is, setting
the number of pixels so as to satisfy Expression (6) so that the
average value P ofthe sub-pixel areas satisfies Expression (1).
Here, a viewing space angle 20 and the width VWL of the
viewing space (the range within which a three dimensional
image is visible) at the observation distance L. are defined by:

20 =2xatan (Pxpp/2/g) (8)

=2xatan (VWL/2/L)

However, with the viewing space optimization applied, the
viewing space width is apparently slightly smaller than a
value determined by Expression (8). This problem with Com-
parative Example 3, that is, the narrowed viewing space, can
be solved by the embodiment described below. The phenom-
enon of the narrowed viewing space resulting from the view-
ing space optimization in the II scheme will be described
below.

First, the viewing space in the multi-view scheme will be
described. FIG. 3 shows trajectories of light rays in a multi-
view apparatus in which P=n=5, with some lenses and sub-
pixels shown enlarged. Light rays from the pixels are focused
at the observation distance L by setting the aperture pitch Pe
slightly smaller than the area width P. The focusing of the
light rays is shown by the pixel located at the right end of the
sub-pixel area 4 (parallax image number 2). Here, sub-pixels
with the same parallax image number, for example, the par-
allax image number 2 mean that the sub-pixels belong to a
signal viewpoint image (the image taken at a certain view-
point). If the viewpoint images are parallel projection images,
the same parallax image number means that the images are
taken in the same direction. If the viewpoint images are per-
spective projection images, the same parallax image number
means that the images are taken in the same position. In either
case, the intersection point between each of the sub-pixels
with the same parallax image number and the principal point
of'the corresponding optical aperture section 3 basically cor-
responds to a position where a viewpoint image is acquired.
However, it should be noted that if various image processing
are carried out, the intersection point may be intentionally
shifted from the acquisition position. Light rays with different
parallax image numbers similarly form focal points at the
observation distance L at intervals determined by Expression
(2), though this is not shown in the drawings.

On the other hand, FIG. 4 shows trajectories of light rays in
a Il-type apparatus satisfying Expression (5) and in which
P=n=5, with some lenses and sub-pixels shown enlarged.
Light rays from the pixels each located at the right end of the
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sub-pixel area 4 (parallax image number 2) are incident on the
reference plane with the intervals Pe maintained even at the
observation distance L. The trajectories of light rays mean
that viewpoint images need to be acquired by means of par-
allel light rays. As shown in FIG. 8, light rays with different
parallax image numbers are also projected to the viewing
space reference plane at the observation distance L. at the
intervals Pe. That is, the ranges of light rays from the lenses
are shifted by the interval Pe upon entering the reference
plane at the observation distance L. As a result, the viewing
space is significantly narrowed as shown in FIG. 5. FIG. 7
shows trajectories of light rays in a configuration similar to
that in FIG. 4 and in which the viewing space is optimized so
that the singular sub-pixel areas each formed of (n+1) pixels
are interposed among the sub-pixel areas. At the opposite
sides of the singular sub-pixel area 4 formed of (n+1) pixels,
the direction of the light ray emitted from the sub-pixel area 4
can be shifted. FIG. 7 shows that the light ray (shown by a
dashed line) from the right side of the sub-pixel area 4 is
emitted more leftward than that from the left side of the
sub-pixel area 4. As a result, as shown in FIG. 7, the viewing
space can be extended.

When the basic sub-pixel area 4 is formed of n pixels (for
example, five pixels with parallax numbers -2 to 2), the
incidence ranges within which light rays traveling from the
sub-pixel areas 4 to the viewing space reference plane are
sequentially shifted by the internal Pe of the optical apertures
3. Here, it is assumed that the absolute value (IVWLshiftl) of
a shift from the design value (VWL) of the range of incidence
positions on the viewing space reference plane is as follows.

|VWLshift|>| Pxppx(L/g)x Y2

Then, when a sub-pixel area formed of (n+1) pixels (here,
six pixels) is generated, the incidence range is shifted at the
observation distance L by a range (ppxL/G) corresponding to
one pixel in a direction to cancel a shift of the incidence range
by the interval Pe of the optical apertures 3. Repetition of this
shift allows the viewing space to be extended. However, one
parallax is consumed by the shift of the incidence range of
light rays, with the remaining (n-1) parallaxes utilized as a
viewing space. That is, only a part VWLx(n-1)/n of the
viewing space width VWL defined by Expression (8) is effec-
tively utilized as a viewing space.

The inventors have clarified the above-described mecha-
nism of the narrowed viewing space and confirmed that an
embodiment with measures described below is effective for
preventing the viewing space from being narrowed. That s, as
a result of focus on the control of the incidence range of light
rays traveling from all the lenses to the viewing space refer-
ence plane based on image information displayed in the sub-
pixels instead of the control of the incidence range in sub-
pixel units, the viewing space can be more accurately
controlled. More specifically, as described above, a sub-pixel
is separated into segments, and pixels formed of the segments
are provided with a mixture of lightness values (image infor-
mation). To clarify the difference between the existing
method and an embodiment with the above-described con-
ceptapplied thereto, FIG. 8 to FIG. 10 schematically illustrate
the relationship between the sub-pixel pitch pp and the width
P of the sub-pixel area 4 determined based on FIG. 1 and
Expression (1).

As described above, even with a three-dimensional image
display apparatus of the multi-view type designed with the
observation distance Lref fixed, if an attempt is made to
maximize the viewing space based on the observation dis-
tance L when the observer is moved forward or backward
from the position of the observation distance Lref, Expression
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(3) can no longer be satisfied. Hence, processing will be
described below which maximizes the viewing area at an
observation position failing to satisty Expression (3) regard-
less of whether the multi-view scheme or the II scheme is
used.

FIG. 8 shows trajectories of light rays in a typical image
display apparatus in which the width P of the sub-pixel area 4
is configured to be an integral multiple of the sub-pixel pitch
pp- The boundaries between the sub-pixel areas 4 coincide
with the boundaries between the sub-pixels. Almost all the
light rays from the sub-pixel area are directed to the opposite
optical aperture section 3 and then to the observer via the
optical aperture section 3. All the sub-pixel areas 4 are in a
correspondence relationship with the respective optical aper-
tures 3. In FIG. 8, the pitch Pe of the optical apertures is set
slightly smaller than the sub-pixel pitch pp multiplied by n,
making the light rays appear focused at a finite distance.
However, this focal point does not necessarily coincide with
the observation position L.

FIG. 9 and FIG. 10 show an embodiment in which viewing
space optimization is applied at a focusing distance deter-
mined based on the structure shown in FIG. 8, that is, an
observation distance L shorter than the distance correspond-
ing to the maximum viewing space determined based on P=n
(in an example of design for the II scheme, the focal point is
set at infinity, so all finite distances correspond to this obser-
vation distance L. In the multi-view scheme, in which the
focal point is set at a finite distance, a distance shorter than
this finite distance corresponds to the observation distance L).
For simplification of description, in the present embodiment,
dashed lines indicate the area width P of the sub-pixel area 4
set to 5.25 (for convenience of description, the value of the
width has no unit of quantity) and the ideal viewing space for
each optical aperture section. Compared to the width P of the
sub-pixel area 4 set to 5, the width P is further larger than the
aperture pitch Pe (P>Pe). The viewing space is maximized at
a shorter distance. At this time, each sub-pixel area 4 is not
formed of an integral number of sub-pixels as shown in FIG.
8. A viewing space optimization process is carried out to
substantially periodically interpose singular sub-pixel areas
4P among the normal sub-pixel areas 4 as shown in FIG. 9 so
that such characteristics as shown by solid lines are achieved
so as to be similar to the characteristics shown by dashed
lines. On the other hand, in the present application, as shown
in FIG. 10, sub-pixel areas 4 each with a width equal to the
sub-pixel width P multiplied by a non-integer are configured
as follows with relevant sub-pixels separated as shown by
dashed lines 20. Each sub-pixel area 4 comprises five sub-
pixels and a part of one sub-pixel (sub-pixel segment) or four
sub-pixels as well as a part of one sub-pixel (segment) and the
remaining part of the sub-pixel (remaining segment), thus
achieving an arrangement at an equal pitch P, that is, the
characteristics indicated by the dashed lines. This configura-
tion allows the viewing area to be more accurately extended at
a shorter distance than the configuration in which the singular
sub-pixel areas 4P are periodically interposed. A sub-pixel Xa
positioned at the boundary between the sub-pixel areas 4
cannot be physically further divided into smaller pieces.
However, assuming that the sub-pixel Xa can be divided into
segments, pixel information is provided and displayed which
would be obtained by mixing, in the ratio of the segments,
pieces of information to be displayed if the segments were
present.

More specifically, in FIG. 9, when focus is placed on a
sub-pixel area specified by reference numeral Xa2, a pixel
segment corresponding to the half of the sub-pixel (the ratio
01'0.5) is ideally contained in the sub-pixel area 4 denoted by
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reference numeral 24 and is assigned with the parallax num-
ber -2. On the other hand, a pixel segment corresponding to
the remaining half (the remaining ratio of 0.5) is contained in
the adjacent sub-pixel area 4 shown by reference numeral 23
and is assigned with the parallax image number 3. However,
the viewing space optimization process determines that the
pixel segments are contained in one of the sub-pixel areas, for
example, in the sub-pixel area 23 for Sb>Sc and in the sub-
pixel area 24 for Sb=Sc (instead of the cases of Sh>Sc and
Sb=Sc in FIG. 9, the cases of Sb=Sc and Sbh<Sc may be used).
In FIG. 9, the left end of the sub-pixel area 4 positioned at the
left end of the array is set to be the start point of the width P
of the sub-pixel area. The P of the sub-pixel area 4 is set to
5.25. More specific description will be given with reference to
the example illustrated in FIG. 9. Among the sub-pixels posi-
tioned at the boundaries between the sub-pixel areas, the first
pixel Xal, the leftmost pixel in FIG. 9, belongs to the right
sub-pixel area 4 because the sub-pixel is separated such that
Sb:Sc=0.25:0.75. The next, second pixel Xa2 belongs to the
right sub-pixel area 4 because the sub-pixel is separated such
that Sb:Sc=0.5:0.5. Moreover, the next, third pixel Xa3
belongs to the left sub-pixel area 4 because the sub-pixel is
separated such that Sh:Sc=0.75:0.25, indicating that the mag-
nitude relationship between the distances Sb and Sc is
inverted. The sub-pixel areas 4 are selected as described
above, thus allowing the incidence ranges of light rays on the
viewing space reference plane defined at the distance L to
substantially coincide with the original incidence ranges.

FIG. 10 according to the embodiment is a schematic dia-
gram generally illustrating a technique to display pieces of
parallax information belonging to both sub-pixel areas and
mixed together in a ratio corresponding to the position of the
boundary P between the sub-pixels, in contrast to the above-
described embodiment for binary determination in which to
which of the sub-pixel areas the sub-pixel belongs is deter-
mined depending on the position of the boundary P between
the sub-pixels. In a structure similar to that shown in FIG. 8
and FIG. 9, the technique according to the embodiment is
applied to a distance L. shorter than the one at which the
viewing space determined by the structure is maximized. For
simplification of description with reference to FIG. 10, the
sub-pixel area P is assumed to be set to 5.25.

In FIG. 10, for the sub-pixel Xa positioned between the
sub-pixel areas 4, based on the relative relationship between
the boundary between the sub-pixel areas 4 and the corre-
sponding sub-pixel Xa, the ratio in which the images for the
sub-pixel Xa are mixed together is set for the case where the
sub-pixel Xa belongs to the respective two sub-pixel areas 4,
as described with reference to FIG. 9. That is, the sub-pixel
Xa is assumed to belong to each of the two sub-pixel areas 4,
and the mixture ratio is determined in terms of the widths or
areas of segments into which the sub-pixel is further divided.
In the example of allocation shown in FIG. 10, the left end of
the sub-pixel area 4 positioned at the left end of the array is set
to be the start point of the width P of the sub-pixel area. The
P of the sub-pixel area 4 is set to 5.25. FIG. 10 shows optical
apertures 3(%) to 3(m) and sub-pixel areas 4 corresponding to
the optical apertures 3(%2) to 3(m). Furthermore, sub-pixels
Xal to Xa6 are located at the boundaries between the sub-
pixel areas 4. The sub-pixels Xal to Xaé carry information in
parentheses which indicates that the corresponding pieces of
parallax information (here, numbers are indicative of parallax
numbers, and suffixes are indicative of corresponding optical
apertures) are mixed together. By way of example, for a
sub-pixel Xal (3%+(-21)), it is assumed that parallax infor-
mation with the parallax number 3 passes through the optical
aperture 3(/) and that parallax information with the parallax
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number (-2) passes through the optical aperture 3(i). At the
same time, for the sub-pixel Xa5 (4/+(-1m)), it is assumed
that parallax information with the parallax number 4 passes
through the optical aperture 3(/) and that parallax information
with the parallax number (-1) passes through the optical
aperture 3(m).

In the embodiment shown in FIG. 10, among the sub-pixels
Xa positioned at the boundaries between the sub-pixel areas,
the first pixel Xal (34+(-21)), the leftmost pixel in FIG. 10,
involves the following mixture. Since the first sub-pixel Xal
(3h+(-21)) s separated such that Sb:Sc=0.25:0.75, the ratio of
the piece of parallax information 3 (the information assumed
to pass through the aperture 3%) to the piece of parallax
information -2 (the information assumed to pass through the
aperture 3i) is set to 0.25:0.75 or a value determined also
taking a luminosity factor into account and the pieces of
information are mixed in this ratio; the piece of parallax
information 3 is to be provided to the first sub-pixel Xal in the
left sub-pixel area 4 if the first sub-pixel Xal belongs to the
left sub-pixel area 4 and the piece of parallax information -2
is to be provided to the first sub-pixel Xal in the right sub-
pixel area 4 if the first sub-pixel Xal belongs to the right
sub-pixel area 4. Since the next, second sub-pixel Xa2 (3i+
(-29)) is separated such that Sb:Sc=0.5:0.5, the ratio of the
piece of parallax information 3 (the information assumed to
pass through the aperture i) to the piece of parallax informa-
tion -2 (the information assumed to pass through the aperture
j) is set to 0.5:0.5 or a value determined also taking the
luminosity factor into account and the pieces of information
are mixed in this ratio; the piece of parallax information 3 is
to be provided to the second sub-pixel Xa2 in the left sub-
pixel area 4 if the first sub-pixel Xal belongs to the left
sub-pixel area 4 and the piece of parallax information -2 is to
be provided to the second sub-pixel Xa2 in the right sub-pixel
area 4 if the second sub-pixel Xa2 belongs to the right sub-
pixel area 4. This setting allows the incidence ranges of light
rays at the distance L to coincide with the original incidence
ranges, while avoiding the phenomenon in which the viewing
space width decreases to (n-1)/n when the viewing space
optimization is applied.

As is apparent from FIG. 9, when the viewing space is
optimized, a decrease in the distance to the sub-pixel area 4
formed of (n+1) pixels increases the deviation between the
boundaries between the sub-pixel areas 4 and the actual
boundaries between the pixels (the boundary between the
sub-pixel areas 4 corresponds to the middle of the corre-
sponding sub-pixel), thus more significantly narrowing the
viewing space. In view of this, the viewing space can be
effectively extended simply by the following method: only
for a sub-pixel Xa located very close to a position where a
sub-pixel area 4 formed of (n+1) pixels is generated if the
viewing space optimization is applied, images for the cases
where the sub-pixel belongs to each of the two sub-pixel areas
are mixed together so as to reflect the relative relationship
between the boundary between the sub-pixel areas 4 and the
corresponding sub-pixel Xa.

As described with reference to FIG. 8 to FIG. 10, it is
possible to apply to not only the I scheme according to the
present embodiment (the scheme involving the relationship
expressed by Expression (7)) but also the multi-view scheme
(which involves the relationship expressed by Expression
(3)). That is, the set distance determined based on the struc-
ture is equal to the visual distance in the multi-view scheme
and is different from the visual distance in the II scheme.
However, the technique according to the embodiment allows
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the viewing space to be extended to an observation distance L
deviating from the set distance determined based on the struc-
ture.

Furthermore, if the observer located at the observation dis-
tance L according to the relationship determined by Expres-
sion (3) moves forward or leftward and the viewing space is to
be correspondingly consecutively shifted (in steps smaller
than sub-pixel units), the technique in the present application
is effective on the multi-view scheme. FIG. 11 shows that the
width P of the sub-pixel area is shifted by the half of the
sub-pixel width, with n maintained at 5 for a comparison with
the case illustrated in FIG. 8 and in which n=5. Reference
numerals similar to those shown in FIG. 10 are used in FIG.
11. Thus, the description of an embodiment shown in FIG. 11
is omitted.

In the embodiments shown in FIG. 1 to FIG. 11, only the
inside of the plane (horizontal plane) in the first direction
(horizontal direction or the longitudinal direction of the dis-
play) is focused on, and the image display in the sub-pixel
areas is described. However, the actual optical apertures 3 are
extended in the second direction (the vertical direction or the
lateral direction of the display). Furthermore, the extension
direction ofthe optical apertures 3 may form a certain angleto
the direction in which the sub-pixels are formed. An embodi-
ment will be described in detail in which the thus extended
optical apertures 3 are taken into account.

Inthe apparatus shown in FIG. 1, the optical apertures 3 are
extended in the second direction (vertical direction). In a
common flat panel display, the sub-pixels are formed to
extend in the second direction, and the sub-pixel areas 4 are
extended in the second direction. If the extension in the sec-
ond direction is taken into account, the already discussed
concept for the first direction may be applied to the second
direction to display pixel information in the sub-pixel areas 4.

FIGS. 12A to 12C schematically show sub-pixel areas 3 in
a display apparatus comprising a light ray control element 2
with vertically extended optical apertures 3. As shown in
FIGS. 12A and 12B, an observer 30 is positioned at a refer-
ence position in a plane located at a reference distance L0
from the display apparatus. Here, FIG. 12A schematically
shows trajectories of light rays in a horizontal cross section
(the cross section taken along the first direction). FIG. 12B
schematically shows trajectories of light rays in a vertical
cross section (cross section taken along the second direction).
Furthermore, FIG. 12C is a perspective view of the apparatus
with the light ray control element 2 removed which is other-
wise located in the front of the apparatus, and shows the shape
of'the sub-pixel area 4. The sub-pixel area 4 corresponding to
one light ray control element 2 is rectangular. For the sub-
pixel area 4 extended in the second direction, the application
of the above-described embodiments is not required only if
the relationship expressed by Expression (3) is satisfied at the
distance 1.0 at which the viewing space is maximized and the
sub-pixel areas 4 coincide with the pixel boundaries. In the
other cases including the one where the viewing space is to be
shifted rightward or leftward from the range of formation of
the focal point determined based on the structure, the viewing
space can be maximized by applying the processing accord-
ing to the above-described embodiments.

FIG. 13A to FIG. 13C show trajectories of light rays
observed if the viewing space is to be maximized at a closer
observation position, that is, if the observer 30 moves closer
to the apparatus so that the resultant observation distance L1
is shorter than the observation distance [.0. The position of the
observer 30 is detected by a position sensor 5 shown in FIG.
1. The width P of the sub-pixel area 4 is set to be larger
according to Expression (1) as shown in FIG. 13C. Thus, the



US 9,237,335 B2

17

boundaries between the sub-pixel areas 4 fail to coincide with
the actual boundaries between the sub-pixels. To maximize
the viewing space, the boundary pixel between the sub-pixel
areas 4 is divided into segments to increase the width P of
each sub-pixel area 4.

FIG. 14A to FIG. 14C show that, for example, the observer
positioned as shown in FIG. 12A moves rightward in a hori-
zontal cross section in FIG. 14A. Similarly, the rightward
movement of the observer 30 is detected by the position
sensor 5 shown in FIG. 1. With respect to a shift Ax from the
reference position of the observer, a shift Ax of the sub-pixel
area 4 is given by:

Axp=g/LxAx ()]

As shown in FIG. 14C, the shift direction of the sub-pixel
area 4 is opposite to the moving direction of the observer.
Even with P set equal to n in the multi-view scheme, as
described above with reference to FIG. 11, the shift of the
observer 30 prevents the boundaries between the sub-pixel
areas 4 from coinciding with the boundaries between the
sub-pixels. Thus, the boundary pixel between the sub-pixel
areas is divided into segments to set the width of the sub-pixel
area 4 in accordance with to Expression (1) described above.

FIG. 15 shows a three-dimensional image display appara-
tus according to yet another embodiment. In the apparatus
shown in FIG. 15, optical apertures 3 of a light ray control
element 2 are arranged at an angle ¢ to the first direction
(horizontal direction). FIG. 16A and FIG. 16B show trajec-
tories of light rays from the light ray control element 2 in the
apparatus shown in FIG. 15 and comprising the optical aper-
tures 3 extended at the angle ¢ to the first direction (horizontal
direction). In the apparatus shown in FIGS. 16A and 168,
each sub-pixel area 4 is extended at an angle to the first
direction as shown in FIG. 16C. Here, FIG. 16A shows tra-
jectories of light rays from the display apparatus in a horizon-
tal cross section. FIG. 16B shows trajectories of light rays
from the display apparatus in a vertical cross section. FIG.
16C is a perspective view of the display apparatus with the
light ray control element 2 in the front thereof removed, and
shows the shape of the sub-pixel area 4. Since the sub-pixel
area 4 corresponding to one light ray control element 2 is
rectangular, no sub-pixel area 4 coincides with the pixel
boundary. Hence, the viewing space is maximized by divid-
ing the boundary pixel between the adjacent sub-pixel areas 4
into segments and deriving an area S using the width P of each
sub-pixel area 4 in accordance with Expression (1) described
above. This will be described below in detail with reference to
FIG. 22.

FIG. 17A to FIG. 17C show trajectories of light rays
observed if the viewing area is to be maximized at a closer
observation position, that is, if the observer moves closer to
the apparatus so that the resultant observation distance L1 is
shorter than the observation distance L.0. The position of the
observer 30 is detected by the position sensor 5. Then, the
viewing space can be maximized by increasing the width P of
the sub-pixel area 4 in accordance with Expression (1) and
varying the inclination of the sub-pixel area 4 as shown in
FIG. 17C.

FIGS. 18A and 18B are schematic diagrams illustrating, in
further detail, the change in the sub-pixel area 4 shown in FIG.
17C. FIG. 18A shows trajectories of light rays in a display
vertical plane. FIG. 18B is an enlarged schematic view of the
sub-pixel area 4. In FIGS. 18A and 18B, blank circles indicate
the position of a certain sub-pixel area observed on the dis-
play panel 1 when the observer 30 is positioned at infinity. A
bidirectional arrow under each of the blank circles indicates
the range of the sub-pixel area required to maximize the
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viewing space around the observation position at which the
blank circle is set. Filled-in circles indicate positions on the
display panel 1 observed via the same optical aperture section
3 when the observer moves to a position shown by a solid line
in FIG. 17A and FIG. 17B. A bidirectional arrow under each
of'the filled-in circles indicates the range of the sub-pixel area
required to maximize the viewing space around the observa-
tion position. Here, the inclination of the lenses is denoted by
¢, and the visual distance is denoted by L. Then, the inclina-
tion o of the sub-pixel area 4 is determined as follows.

If visibility is not taken into account (the observer 30 is
positioned at infinity), the inclination . is equal to ¢. How-
ever, if the display is observed at a finite distance, when the
visibility is taken into account, the observer observes a posi-
tion located above or below a position immediately behind
the optical aperture section through which the light ray has
passed. If the display is observed at a finite distance L, the
range of the sub-pixel area 4 to be set in order to maximize the
viewing space from the assumed optical aperture section 3
with the visibility taken into account is as shown by the arrow
under the filled-in circle when a shift s in the observation
position in the y direction is taken into account. At this time,
the following relationship holds true.

(yd+s)yd=(L+g):L=tan a: tan ¢ (10)

Modifying the sub-pixel area in accordance with this rela-
tionship allows the viewing space to be restrained from being
narrowed in the vertical direction (second direction) even at a
short visual distance. If the distance L is large, s=0 and a=¢.
If the distance L is small, s>0 and a<¢ (the inclination is
closer to vertical). In this case, the initial value of inclination
of the sub-pixel area is calculated to be the angle ¢ corre-
sponding to the case where the display is observed at infinity.
However, the angle o corresponding to the following case
may be determined in accordance with Expression (10): the
inclination of the lenses is fine-tuned at the finite observation
distance L so as to maximize the viewing space in conjunction
with the sub-pixel areas with the inclination ¢, and the visual
distance is then reduced or increased.

As shown in FIG. 18B, the corresponding sub-pixel area is
shifted not only in the first direction (horizontal direction) but
also in the second direction (vertical direction) by the distance
s. Thus, in response to this shift, parallax images may be
shifted by the distance s. However, no parallax is originally
applied in the second direction, and the shift makes the
observer feel little discomfort.

FIG. 19C shows that the sub-pixel area 4 is shifted as
shown by an arrow Shift(x) if, for example, the observer
moves rightward in a horizontal cross section shown in FIG.
19A. Here, the observer is assumed not to be shifted in the
vertical direction as shown in FIG. 19B. The shift Shift(x) of
the sub-pixel area 4 shown in FIG. 19C is given by Expression
.

FIGS. 20A t0 20C show a shift ofthe sub-pixel area4 onthe
display panel observed when the observer 30 is shifted as
shown by an arrow in a plane containing the second direction
(vertical direction). FIG. 20A shows trajectories of light rays
in a plane (horizontal plane) containing the first direction.
FIG. 20B shows trajectories of light rays in a plane (vertical
plane) containing the second direction. When the observer 30
is shifted in the second direction as shown in FIG. 20B, the
position at which the viewing space is to be maximized and
thus the sub-pixel area 4 are shifted in the first direction
(horizontal direction) as shown in FIG. 20C.

FIGS. 21A and 21B are schematic diagrams illustrating, in
further detail, the change in the sub-pixel area 2 shown in FIG.
20C. FIG. 21A shows trajectories of light rays in a display
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vertical plane. FIG. 21B is an enlarged schematic view of the
sub-pixel area 4. In FIGS. 21A and 21B, a blank circle indi-
cates the position of a certain sub-pixel area observed on the
display panel 1 when the observer 30 is positioned at a refer-
ence position shown by a dashed line in FIG. 20B and FIG.
21A. A bidirectional arrow under the blank circle indicates
the range of the sub-pixel area required to maximize the
viewing space around the observation position at which the
blank circle is set. A filled-in circle indicate a position on the
display panel 1 observed via the same optical aperture section
3 when the observer moves to a position shown by a solid line
in FIG. 20B and FIG. 21 A. A bidirectional arrow shown along
the display panel 1 indicates the range of the sub-pixel area
required to maximize the viewing space around the observa-
tion position. Here, the inclination of the lenses is denoted by
¢, and the visual distance is denoted by L. Then, the shift
amount of the sub-pixel area 4 is determined as follows.

In the observation from the reference coordinate position
shown in FIG. 21A and FIG. 21B, the shift amount u is zero.
Here, if the observation position is shifted in the second
direction (vertical direction) from the reference coordinate
position by a distance Ay, an image corresponding to a blank
circle is shifted, and the observer 30 observes the image at a
position located above or below (in this case, below) the blank
circle rather than immediately behind the optical aperture
section 3 through which the corresponding light ray passes.
Here, the initial range of the sub-pixel area 4 corresponding to
the optical aperture section 3 through which the position (y
coordinate=0) shown by the blank circle is observed is shown
by an arrow 36 shown under the blank circle. If the image is
observed at a finite distance L at a position located at a
distance Ay from the original observation position, the width
of the sub-pixel area 4 to be set with respect to the above-
described optical aperture section 3 with the visibility taken
into account corresponds to the range of an arrow 38 shown
under the filled-in circle based on the width shown by the
arrow 36. When a shift in the y direction is denoted by t, the
shift amount u is given as follows.

t:y0=g:L (11

u=t/tan ¢ (12)

When the sub-pixel area 4 is shifted in the first direction in
accordance with the relationship indicated by Expressions
(11) and (12), the viewing space can be restrained from being
narrowed when the observation position is shifted in the sec-
ond direction.

FIG. 22 shows an example of specific mapping in the
sub-pixel area 4. The sub-pixels are arranged in a matrix in the
horizontal and vertical directions (first and second directions)
as in the case of a normal flat panel. The ratio of the length of
each side of the sub-pixel area 4 in the first direction to the
length of each side of the sub-pixel area 4 in the second
direction is set to 1:3. When the inclination o of the optical
apertures is atan (¥2), in FIG. 22, four parallaxes are assigned
to pixels according to optical apertures h and i. The parallax
numbers are shown as non-integers (parallax numbers
0.00000t0 3.66670) based on a position relative to the optical
aperture section 3. This is because Pe=6, whereas the number
of'the parallaxes is four, so that the assigned parallax numbers
deviate from the aperture pitch by 46=2%4. Furthermore, areas
enclosed by thick lines are those to which the embodiment of
the present application is to be applied because the boundary
between the sub-pixel areas crosses the pixels. In FIG. 22, a
viewing space optimization process uniquely determines to
which optical aperture section 3 specified by reference char-
acter h or i each sub-pixel and each segment area of the
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sub-pixel belong. FIG. 22 shows an example in which the
technique according to the above-described embodiments is
applied the sub-pixel areas 4. The boundary between two
sub-pixels 42 and 44 fails to coincide with the boundary
between the sub-pixel areas. The boundary between the sub-
pixel areas crosses the sub-pixels 42 and 44 as shown by a
dashed line. In this case, a mixture of two pieces of image
information is displayed according to the areas into which the
sub-pixels are divided by the boundary; the one of the two
pieces of image information relates to parallax numbers
belonging to the optical aperture section 3 dented by refer-
ence character h, and the other piece of image information
relates to parallax numbers belonging to the optical aperture
section 3 dented by reference character i. An alphabet added
to each parallax number indicates to which optical aperture
section 3 the parallax number belongs. Furthermore, refer-
ence characters So, Sp, Sq, and Sr denote arcas. By way of
example, the pixel formed of the segment areas denoted by
reference characters So and Sp is displayed by mixing, in the
ratio of the area So to the area Sp, the piece of image infor-
mation related to the parallax numbers belonging to the opti-
cal aperture section 3 dented by reference character h and the
piece of image information related to the parallax numbers
belonging to the optical aperture section 3 dented by refer-
ence character i.

The mapping has been simply described in terms of areas.
However, the visibility is preferably taken into account.
Moreover, if an image processing load is disadvantageously
increased by the need for more parallax information (in this
case, a parallax number 4.3333 assigned to an area q), a
certain effect can be produced by using the adjacent parallax
number 3.6670 instead.

The example has been described. However, the present
embodiment is effectively applied even if optical apertures
extended in the second direction as shown in FIG. 2 are
provided, with the coordinate values of the sub-pixels in the
first direction deviating on a row-by-row basis as in the case
of a delta sequence. That is, the embodiment is useful for all
the cases where the physical boundaries between the sub-
pixel areas 4 fail to coincide with the boundaries between the
sub-pixels.

A display panel driver 8 shown in FIG. 1 comprises an
image processing section as shown in FIG. 23 or FIG. 24.
FIG. 23 is different from FIG. 24 in that the display panel
driver in FIG. 23 lacks an observation position acquisition
section 52 shown in FIG. 24 and configured to acquire the
observation position. Thus, the image processing section will
be described with reference to FIG. 24.

The position of the observer 30 is converted into an x, y, and
7 coordinate signal by the observation position acquisition
section 52 by processing a signal from the position sensor 5
shown in FIG. 1. The coordinate signal for the observer 30 is
provided to an observation position holding section 54 con-
figured to hold a signal for the observation position. The
observation position holding section 54 shown in FIG. 23 has
a plurality of positions, for example, the position of a sofa in
a living room, externally registered therein via a remote con-
troller or the like as standard positions, and also has different
positions, for example, the position of a chair in a dining
room, registered therein as positions where the observer
views the display. Any of these positions can be selected as
information for coordinate signals.

Furthermore, the image processing section comprises a
three-dimensional display apparatus information holding
section 56 configured to hold various parameters defining the
characteristics of the three-dimensional image display appa-
ratus, for example, the gap g, the aperture pitch Pe, and the
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inclination ¢ of the optical apertures, or similar parameter
information. A sub-pixel area calculation section 58 uses
Expression (1), more specifically Expression (1-1) to calcu-
late the width P of the sub-pixel area 4 assigned to each optical
aperture section 3 from the position information held in the
observation position holding section 54 and the parameter
information held in the three-dimensional display apparatus
information holding section 56 and defining the characteris-
tics of the three-dimensional image display apparatus. Fur-
thermore, parameters such as the inclination and shift amount
of'the sub-pixel areas 4, described with reference to FIG. 12A
to FIG. 14C and FIG. 16 A to FIG. 22, are calculated. Param-
eters calculated by the sub-pixel area information calculation
section 58 and related to the sub-pixel areas, such as the width
P of the sub-pixel area 4, are provided to a three-dimensional
image information generating part 62 configured to generate
parallax image information displayed in each sub-pixel. The
three-dimensional image information generating part 62 is
provided with parallax image data supplied by the parallax
image holding section 60, which holds parallax images. The
parallax image data is converted into pixel information to be
processed using the parameters and displayed as sub-pixels as
shown in FIG. 22. The pixel information is supplied to the
display part 2 as pixel signals. As a result, the optimum
picture image (picture image) is displayed on the display
panel 2 according to the position of the observer 30. There-
fore, a three-dimensional picture image is observably dis-
played by the three-dimensional image display apparatus.

The position information may be detected by the sensor 5
and measured in real time. If the display is observed by a
plurality of persons, the plurality of persons may be located in
the viewing space or in a pseudo viewing space resulting from
observation of image information in the sub-pixel area
through the adjacent optical apertures. In either case, a view-
ing space is preferably provided for the plurality of persons so
as to reflect the detected position information. In this case,
information indicating that the display is viewed by the mul-
tiple persons is provided to the observation position holding
section 54, thus allowing the width P of the sub-pixel area 4 to
be determined. Furthermore, the three-dimensional image
generating part 62 preferably mixes information assumed to
have passed through the adjacent optical apertures 3, in the
pixel Xa positioned at the boundary between the sub-pixel
areas 4 in a ratio reflecting the relative relationship between
the boundary between the sub-pixel areas and the center of the
pixel.

As described above, in a three-dimensional image display
apparatus comprising a combination of a light ray control
element and a flat display device and enabling three-dimen-
sional vides to be observed without glasses, the viewing space
is maximized without a restraint on the viewpoint position by
improving display images.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:
1. A method of displaying a three-dimensional image on a
display apparatus comprising:
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a display part having sub-pixels arranged in a matrix along
a first direction and a second direction orthogonal to the
first direction; and

a light ray control element comprises a plurality of optical

apertures,

wherein parallax image information observed via the opti-

cal apertures is displayed in sub-pixel areas to allow a
three-dimensional image to be observed at an observa-
tion position, the method comprising:

defining the sub-pixel areas assigned to the optical aper-

tures according to the observation position,

specifying adjacent sub-pixel segments into which prede-

termined one of the sub-pixels is separated, wherein the
predetermined sub-pixel corresponds to one of adjacent
sub-pixels positioned at a boundary between adjacent
sub-pixel areas; and

displaying, on the predetermined sub-pixel, sub-pixel dis-

play information obtained by mixing parallax informa-
tion belonging to the adjacent sub-pixel areas, wherein
the predetermined sub-pixel is observed via the adjacent
optical apertures.

2. The method according to claim 1, wherein the sub-pixel
areas comprise a combination of integral numbers of sub-
pixels and sub-pixel segments along the first direction, and
the combination has a width equal to a width of the sub-pixel
area multiplied by a non-integer.

3. The method according to claim 2, wherein the sub-pixel
segments are repeated with a certain period so as to have a
given width along the first direction or the first and second
directions.

4. The method f according to claim 1, wherein each of the
sub-pixel areas has an area width equal to a width of the
sub-pixel multiplied by an integer, and a boundary between
the adjacent sub-pixel areas is specified to coincide with the
sub-pixel.

5. The method according to claim 1, wherein a plurality of
the optical apertures are substantially linearly arranged along
the third direction, each optical aperture extends along the
fourth direction, and the fourth direction is non-orthogonal to
the first direction and the second direction.

6. The method according to claim 1, wherein a value P
obtained by normalizing a width of the sub-pixel area
assigned to each of the optical apertures by means of the
sub-pixel width is specified to satisty:

L:(L+g)=Pe:P

where L. denotes a distance from the observation position to
the light ray control element, Pe denotes a pitch of the
aperture sections normalized by the sub-pixel width, and
gdenotes a distance between a surface of the display part
and a surface of the light ray control element.
7. The method according to claim 1, wherein an angle 26 of
a range within which a three-dimensional image is visible is
given by:

tan O=(ppxP/2)/g=(VW/2/L)

where pp denotes the sub-pixel pitch and VW denotes a
viewing space width at an observation distance L, and a
mixture of parallax image information is displayed in
the sub-pixel positioned at a boundary between the two
sub-pixel areas in such a manner that the sub-pixel is
observed from a direction forming an angle 26.

8. An image display apparatus comprising:

a display part having sub-pixels arranged in a matrix along
a first direction and a second direction orthogonal to the
first direction; and



US 9,237,335 B2

23

a light ray control element which is so arranged as to face
the display part to control light rays from the display
part, and which comprises a plurality of optical aper-
tures, wherein parallax image information observed via
the optical apertures is displayed in the sub-pixel areas to
allow a three-dimensional image to be observed at an
observation position, and

agenerating part configured to define the sub-pixel areas to
which the optical apertures are assigned according to the
observation position, respectively, and to specify adja-
cent sub-pixel segments into which predetermined one
of the sub-pixels is separated, wherein the predeter-
mined sub-pixel corresponds to one of adjacent sub-
pixels positioned at a boundary between adjacent sub-
pixel areas, sub-pixel display information is obtained by
mixing parallax information belonging to the adjacent
sub-pixel areas, and the generating part causing the dis-
play part to display sub-pixel display information
obtained by mixing parallax information belonging to
the adjacent sub-pixel areas, on the predetermined sub-
pixel observed via the adjacent optical apertures.

9. The apparatus according to claim 8, wherein the sub-
pixel areas comprise a combination of integral numbers of
sub-pixels and sub-pixel segments along the first direction,
and the combination has a width equal to a width of the
sub-pixel area multiplied by a non-integer.

10. The apparatus according to claim 9, wherein the sub-
pixel segments are repeated with a certain period so as to have
a given width along the first direction or the first and second
directions.

11. The apparatus according to claim 8, wherein each of the
sub-pixel areas has an area width equal to a width of the
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sub-pixel multiplied by an integer, and a boundary between
the adjacent sub-pixel areas is specified to coincide with the
sub-pixel.

12. The apparatus according to claim 8, wherein a plurality
of the optical apertures substantially linearly arranged along
the third direction, each optical aperture extending along the
fourth direction, the fourth direction being non-orthogonal to
the first direction and the second direction.

13. The apparatus according to claim 8, wherein a value
obtained by normalizing a width of the sub-pixel area
assigned to each of the optical apertures by means of the
sub-pixel width is specified to satisty:

L:(L+g)=Pe:P

where L. denotes a distance from the observation position to
the light ray control element, Pe denotes a pitch of the
aperture sections normalized by the sub-pixel width, and
gdenotes a distance between a surface of the display part
and a surface of the light ray control element.
14. The apparatus according to claim 8, wherein an angle
20 of a range within which a three-dimensional image is
visible is given by:

tan O=(ppxP/2)/g=(VW/2/L)

where pp denotes the sub-pixel pitch and VW denotes a
viewing space width at an observation distance L, and a
mixture of parallax image information is displayed in
the sub-pixel positioned at a boundary between the two
sub-pixel areas in such a manner that the sub-pixel is
observed from a direction forming an angle 26.
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